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WiFE: WiFi and Vision based Unobtrusive
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Expression
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Abstract—Emotion plays a critical role in making the computer more human-like. As the first and most essential step, emotion
recognition emerges recently as a hot but relatively nascent topic, i.e., current research mainly focuses on single modality (e.g., facial
expression) while human emotion expressions are multi-modal in nature. To this end, we propose a unobtrusive emotion recognition
system leveraging two emotion-rich and tightly-coupled modalities, i.e., gesture and facial expression. The system design faces two
major challenges, namely, how to capture the emotional expression in both modalities without disturbing the subject and how to
leverage the relationship between modalities for recognizing the emotion. For the former, we explore WiFi and vision for unobtrusive
and contactless gesture and facial expression sensing, respectively. For the latter, we propose a novel deep learning framework named
Multi-Source Learning (MSL) to efficiently exploit both self-correlation in the modality and cross-correlation between modalities for
fine-grained emotion recognition. To evaluate the proposed method, we prototype the system on low-cost commodity WiFi and vision
devices, build a first-of-its-kind WiFi-Vision emotion dataset, and conduct extensive experiments. Empirical results not only verify the
effectiveness of WiFE in emotion recognition, but also confirm the superiority of multi-modality over single-modality.

Index Terms—Gesture Recognition, Facial Expression, Emotion Recognition, Multimodal, Channel State Information
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1 INTRODUCTION

THREE decades ago, Minsky mentioned in his book The
Society of Mind: “The question is not whether intelligent

machines can have any emotions, but whether machines can
be intelligent without emotions” [1]. Since then, emotion
has been recognized as a critical role in making machines
more human-like and attracts much research attention. As
a result, emotion recognition, the first and most important
step in affective computing, emerges as a hot but relatively
nascent topic [2].

Charles Darwin claimed that the expression of emotion
usually involves facial expression, behavioral response and
physical response [3]. He proposed the universality hypoth-
esis about emotion expression, i.e., the expression of emo-
tion is universal across race or culture. It has been further
tested by psychologists like Paul Ekman [4] and Carrol
lzard [5]. Their empirical studies have revealed a number of
interesting findings. For instance, facial expression is likely
to be unique to each emotion and conveys the internal
states of mind [6]. These psychological studies have laid
the foundation of affective computing [7], and triggered the
blossom of modern research on emotion recognition [8].

However, previous research on this topic mainly focuses
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on single modality like facial expression [9]. Emotion ex-
pression is person-dependent and multi-modal in nature
[10]. Therefore, there is a recent trend of exploring multi-
modality for more reliable and accurate emotion recogni-
tion, e.g., facial-audio [11] or facial-EEG (electroencephalo-
gram) [12]. Careful selection of modalities is key to the
multi-modal emotion recognition. A noted Jungian analyst,
Irene Claremont de Castillejo, once pointed out, “Emotion
always has its roots in the unconscious and manifests
itself in the body”. A gesture is a movement that a person
makes with a part of his hands, head or face to express
emotion or information. It is naturally correlated to facial
expression, and constitutes an important non-verbal social
affective cue [13]. Hence, we focus on exploring gesture
and facial expression, two tightly-coupled and emotion-
rich modalities [14], for a fine-grained emotion recognition,
which comes with two major design challenges.

The first challenge is how to capture emotional expres-
sion in gesture and facial expression without disturbing
the subject? Currently, facial expression is mainly handled
by the vision-based methods while body gesture can be
captured by sensors. But sensors that are in general contact
or even invasive, which may interfere the subject and thus
contaminate the emotional cues. Therefore, we tend to a
newly-developed unobtrusive alternative for sensors, i.e.,
WiFi.

The ubiquitous WiFi has been shown to be capable
of capturing subtle body movements like respiration and
heart-beat due to the multi-path effect over the human body
[15]. Its Channel State Information (CSI) has been explored
as a substitution of wearable sensors for unobtrusive and
contactless gesture recognition [16]. Recently, Gu et al. pro-
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posed EmoSense, a CSI-based emotion recognition system
leveraging the body language only [17]. Though EmoSense
demonstrates the possibility of leveraging CSI only for
emotion recognition, its performance is constrained to the
limited emotional features of a sole modality. It motivates
us to involve facial expression, a particularly salient stimuli
for delivering emotional signal.

The sensitivity of WiFi CSI over human motion plays
an important role in recovering the subtle gesture like an
imperceptible nod. Unlike our rivals mostly relying on the
empirical study for tuning the antenna layout, we propose
a Rician-K factor based theoretical model to enhance the
sensing granularity. The key idea is to highlight the gesture-
induced information by suppressing the gesture-unrelated
information on channel response. In particular, we amplify
the ratio of the Non-Line-of-Sight (NLoS) component corre-
sponding to gestures along signal propagation over channel
response via weakening the Line-of-Sight (LoS) part. Both
theoretic analysis and experimental results have verified
that the proposed model can significantly improve the sen-
sitivity of CSI over gestures with little implementation cost.

The second challenge is how to efficiently exploit the cor-
relations among the large-volume and heterogeneous data
contributed by the two modalities for emotion recognition?
Most of the current multi-modal emotion recognition is
based on early-fusion or late-fusion [18]. The former com-
bines the features extracted by multiple encoders (encoders
are used to extract features from the multi-modal data)
and sends them to a single decoder (the decoder is used
to process the features for classification) for recognition.
The latter trains a decoder for each encoder, and applies
voting or retraining to the output of each decoder to obtain
the recognition result. However, early-fusion is vulnera-
ble to data loss, and late-fusion requires training multiple
decoders, increasing the training complexity significantly
[19]. Moreover, late-fusion is unable to perform knowledge
sharing between modalities at feature-level.

To fill in the gap, we propose a novel Multi-Source
Learning (MSL) framework to exploit both self-correlation
in the modality and cross-correlation between modalities
describing the same physical event, i.e, emotional expres-
sion. For each modality, MSL employs one encoder to
extract the emotion-related self-correlated features, which
will be fed into a shared decoder allowing modality-related
knowledge being interacted for getting cross-correlated fea-
tures through the parameter sharing mechanism [20]. The
blended features will then help each modality to decide
its own output. MSL makes the final decision based on
voting over modality-related outputs. Moreover, a gesture
usually involves different parts of the body. To describe
the correlation among them, we specifically design a fine-
grained feature based on their velocity differences derived
by performing the DWT (Discrete Wavelet Transform) on
CSI.

To evaluate the performance of WiFE, we prototype it
with low-cost off-the-shelf WiFi and vision devices and
build a first-of-its-kind WiFi-Vision emotion dataset. WiFE
dataset has 7 emotions (i.e. Angry, Disgust, Fear, Happy,
Neutral, Sad and Surprise) and 35 kinds of emotional ex-
pression (5 for each emotion) performed by twenty volun-
teers, resulting in 3500 video clips as well as the correspond-

ing CSI sequences. Each video clip has a frame rate of 30Hz
and a resolution of 720p. The sampling rate for collecting
CSI data is set to 500 packets/second, and the CSI profile
contains data of 90 subcarriers from 3 receiving antennas.
The total size of WiFE dataset is about 82GB. We conduct
extensive experiments on WiFE dataset and the empirical re-
sults confirm the superiority of the bi-modality by achieving
86.54% recognition accuracy for seven emotions on average,
as compared with 70.2% and 74.51% recognition accuracy
by gesture-only and facial-only solutions, respectively. We
also verify that MSL outperforms the state-of-the-art early-
fusion method (79.97%) with robustness against data loss,
and late-fusion method (86.29%) with 33.9% less complex-
ity, respectively.

In summary, our contributions are summarized as fol-
lows:

• To the best of our knowledge, we are among the
first to leverage WiFi and vision for unobtrusive ges-
ture and facial expression emotion recognition. We
build the first bi-modal WiFi-Vision emotion dataset,
which will be released to the public.

• We propose a Rician-K factor based model to enhance
the sensing granularity of WiFi CSI to the human
gesture. It can be seamlessly integrated into other
similar WiFi sensing systems with little implemen-
tation cost. To the best of our knowledge, it is the
first quantitative mode on leveraging Rician fading
for enabling sub-wavelength gesture capture.

• We design a multi-source learning framework to effi-
ciently exploit the correlations among modalities for
fine-grained emotion recognition. It allows modality-
related knowledge being interacted through the pa-
rameter sharing mechanism. Moreover, we design a
handcrafted fine-grained feature decomposing one
gesture into different parts of the body through ve-
locity differences derived by performing the DWT on
CSI.

• We prototype WiFE with low-cost commodity WiFi
and vision devices, and evaluate it with extensive
experiments. The results not only verify its effec-
tiveness in emotion recognition, but also confirm the
superiority of multi-modality over single-modality.

2 RELATED WORK

WiFE involves two research areas, i.e., gesture and facial
expression recognition. In this section, we will introduce
the representative research on both topics, and outline the
motivation of our research.

2.1 Body Gesture Recognition
Gesture recognition is an important part of human-

computer interaction. Most current gesture recognition so-
lutions are based on contact or even invasive sensors [21],
which may interfere the subject and thus hinder the practi-
cality. Therefore, there are other studies devoted to contact-
less gesture recognition, such as a vision-based system using
a hybrid RGB and depth-sensing approach to extract body
gestures [22], or a ultrasonic system extracting gestures from
sound waves [23]. However, they still exist several shortages
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TABLE 1: Acronyms used in the paper

Acronyms Full Name
AFEW Acted Facial Expressions in the Wild

CFR Channel Frequency Response
CSI Channel State Information

Densenet Dense Convectional Network
DWT Discrete Wavelet Transform
EEG Electroencephalography
ECG Electrocardiograph
EOG Electrocardiography
FCC Full-Connected Layers Classifier
LOS Line-of-Sight

LSTM Long Short-Term Memory
MTCNN Multi-task Cascaded Convolutional Networks

MTL Multi-Task Learning
MSL Multi-Source Learning

NLOS Non-Line-of-Sight
PCA Principal Component Analysis
RSS Received Signal Strength
SVM Support Vector Machines
VGG Visual Geometry Group

like the illumination requirement, the installation cost, and
the instrumentation overhead.

Recently, device-free sensing technology based on WiFi
signals has attracted widespread attention from researchers
due to its advantages (easy deployment, wide availability,
privacy protection and low cost) [24]. The basic principle
is that when the WiFi signal encounters the human body
during the propagation process, it will experience reflection,
refraction, diffraction and scattering, which will disturb the
normal propagation of the signal. By analyzing the received
signal and detecting the characteristics of the signal distur-
bance, human events can be identified [25], [26].

In early days, researchers use WiFi RSS (Received Signal
Strength) to recognize some coarse-grained events, such as
daily activities. Since the channel state information (CSI) can
be extracted from the physical layer of the wireless network
card [27], more detailed information can be extracted from
WiFi signals, and more fine-grained gesture sensing can
be realized [28]. WiFi CSI can be used to track accurate
breath even heartbeat [29], to recognize more fine-grained
gestures [16]. Researchers even realized human body key-
point imaging [30] with WiFi CSI.

2.2 Facial Expression Recognition
Emotion recognition is one fundamental research issue

of affective computing [31]. State-of-the-art emotion recog-
nition schemes mainly focus on the inherent facial expres-
sions, facial expressions are also the most commonly used
methods for judging emotions by humans, it is an important
channel for humans to convey information through emotion
[32], [33].

For facial expression, current work mainly leverage vi-
sion based methods (images or videos). The features used in
current facial expression recognition schemes can be divided
into two categories from the perspective of the time domain,
namely, static features based on the a single picture and
dynamic features based on the facial change sequence of
multiple pictures. In particular, [34] use the spatial infor-
mation of a single image to recognize the emotions. [35]
extend this and considers the temporal correlation between
successive frames of the captured video.

Current vision based Facial Expression recognition (FER)
methods mainly huddle in date-level and feature-level for
emotion recognition. Data-level methods focus on cleaning
the sample images directly. The prevailing approach is to
downweight uncertain samples by building a multi-branch
deep network to model the latent label distribution to
pinpoint those uncertain ones [36], [37]. Weighting samples
attempts to constrain the influence of uncertainties in data
and prevent the network from over-fitting uncertain images.
A more aggressive idea is to relabel those uncertain images
via an attention mechanism [38].

Feature-level methods concentrate on generating dis-
criminative data representation via handcraft features or
deep features, respectively. The former usually explicitly
extracts folds and geometry changes in local regions or
global areas caused by facial expressions [39], [40]. However,
handcrafted features are not robust and are computationally
intensive in general. Recently, neural networks have been
frequently explored for extracting deep features for FER. A
popular idea is to design novel loss functions to enhance
the discriminative power of the network to learn salient
deep features [41], [42]. Besides, another tempting approach
is to leverage the attention mechanism to focus on crucial
local regions like areas around mouth and eyes for more
distinctive representations of facial expressions [43], [44].

2.3 Gesture and Physiological Based Emotion Recog-
nition

Human emotional expressions are multi-modal in na-
ture. Besides facial expression, recent research also focuses
on interpreting emotions through body gestures [17], [45],
as well as vital signs such as electroencephalogram (EEG)
[46] and electrocardiogram (ECG) signals [47].

Body gestures are one of the most important forms
of non-verbal communication. They include movements of
hands, head and other parts of the body that allow individ-
uals to convey a variety of feelings, thoughts and emotions
[48], [49], [50]. Shiffrar et.al [51] show that body movements
and postures encode rich information about a person’s
status, including their awareness, intention, and emotional
state. For example, nodding as a sign of affirmation or
consent is probably innate, turning to the sides as a sign
of refusal is a gesture we learn during early childhood [52].
Some researchers find that human participants of a study
could not correctly identify facial expressions associated
with winning or losing a point in a professional tennis game
when facial images were presented alone, whereas they
were able to correctly identify this distinction with images
of just the body or images that included both the body and
the face [50]. Recently, Luo et al. created a Body Language
Dataset (BOLD) to recognize bodily expression of emotion
in the wild [45]. Our previous work, i.e., EmoSense, lever-
ages WiFi-based sensing technology to sense fine-grained
body gestures for emotion recognition [17].

There are also many studies that utilize physiological
signals (EEG, ECG) [53] for emotion recognition, because
facial expressions or body gestures can be disguised while
physiological signals are much harder to control. However,
the acquisition of physiological signals requires the subject
to wear contact or even invasive sensors, which could
disturb generating emotions or expressing them.
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Some previous studies have used wireless signals to
achieve emotion recognition [17], [54], [55]. EQ-Radio uses
FMCW radar to obtain fine-grained heartbeat signals, and
then uses SVM to classify the inputs into Sadness, Anger,
Pleasure and Joy after extracting features from the heartbeat
signals. Khan et al [55] used a deep learning model to pro-
cess breathing and heartbeat signals obtained from wireless
signals to perform emotion recognition. The wireless signal
they used is 5.8GHz radar, and their solution enables the
classification of four types of emotions: Disgust, Joy, Relax
and Scary. Both solutions are based on vital signs such as
respiration and heart beat. However, in practical scenarios
the changes in wireless sensing signals due to vital signs can
be confused with those due to body movements, thus both
solutions require the user to be at rest. In addition, these so-
lutions use specialized sensors and are more expensive. Our
previous work Emosense [17] uses the more generalized Wi-
Fi as the sensing signal and is based on body movements
rather than vital signs, but the Emosense dataset contains
only the simple actions of sitting at a table and it can only
distinguish between the four emotions Happy, Sad, Anger
and Fear. Our solution enables passive 7-classes emotion
recognition in more complex and variable scenarios.

2.4 Hybrid Emotion Recognition

Some work explored multi-modal based hybrid emotion
recognition. Almost all hybrid emotion recognition methods
contain vision modality, researchers adds other sources, e.g.
speech [56], body gesture [57], and physiological signal
[58], to construct multi-modal systems towards even better
performance. Hybrid schemes based on multi-modal fusion
can make up for the shortcomings of single modal. Through
effective fusion (feature-level or decision-level fusion), the
performance of these schemes are greatly improved com-
pared with the methods based on single modality , and
multi-modal based schemes can also allow for more robust
predictions [59].

Multi-modal fusion is the concept of integrating informa-
tion from multiple modalities to predict an outcome mea-
sure. The current multi-modal fusion schemes are mainly
early-fusion (feature-level) and late-fusion (decision-level)
[18], the difference between the two solutions is that when
and what they combine different modalities.

Early-fusion fuses features immediately after they are
extracted by encoders (often by simply concatenating their
representations), and late-fusion performs integration after
each of the modalities/decoders has made a decision (e.g.,
classification or regression) [19]. Each of these two methods
has advantages and disadvantages, early-fusion [60] can
exploit correlations and interactions between the features of
different modality, and it only requires to train one decoder,
make the training easier than late-fusion, however, it can’t
work when some modalities are missing. In contrast, late
fusion [56] fuse all results output by all decoders use fusion
mechanisms such as voting, or retraining. Early-fusion is
not resilient to data loss, i.e., some modalities are missing.
One the other hand, late-fusion can handle such modality-
missing at the cost of training one decoder for each modality.
Moreover, it ignores the feature level interaction between
modalities. To fill in the gap, inspired by the multi-task

learning [61], we propose the MSL method to realize the
feature level interaction between modalities based on pa-
rameters sharing even with missing modalities.

3 SYSTEM OVERVIEW

Fig. 1 presents an overview of the system architecture of
WiFE, which mainly consists of two data streams (CSI for
gesture and Vision for facial expression) and three modules,
i.e., WiFi-based gesture capture, Vision-based facial expres-
sion capture and Multi-modal fusion. Tab. 1 includes all
acronyms used in the paper.

In the first module, we first leverage the Ricean-K factor
to enhance CSI for better capturing the gestures. Then, the
collected CSI representing the variation of channel response
induced by gestures is pre-processed to reduce the back-
ground noise and data dimension. Then, we design a fine-
grained feature decomposing a gesture into different parts
of the body via velocity differences by performing DWT on
CSI to better preserve the self-correlation of a gesture. Lastly,
we use three kinds of Densenet and LSTM to extract static
and temporal features from DWT feature map and raw CSI
data, respectively.

In the second module, we rely on both temporal and
spatial features to better preserve the facial expression.
Specifically, we first leverage the up-to-date Multi-task Cas-
caded Convolutional Networks (MTCNN) to extract face-
related clips from video frames. Then we use the widely-
used Densenet to extract the static features (spatial features)
from these clips. Lastly, we also use the state-of-the-art
VGG-LSTM network to extract the temporal characteristics
between these clips. Exploring both the spatio-temporal
features help better preserve the facial expression.

In the last module, we propose a MSL framework to per-
form bi-modal fusion for emotion recognition. In particular,
MSL blends the CSI and Vision features to explore the cor-
relations between gesture and facial expression conveying
the same emotion. Moreover, compared to static images, a
video provides rich dynamic features describing the tem-
poral correlations of the emotion. Therefore, MSL leverages
not also the spatial features from both modalities but also
the temporal features for fine-grained emotion recognition.
Next, we elaborate each module in detail.

3.1 WiFi-based Gesture Capture

In this part, we introduce how to capture gesture
through WiFi sensing. Firstly, we explain how to collect
the WiFi CSI. Secondly, we propose a Rician-K factor based
model to enhance CSI for capturing gestures. Lastly, we
present a DWT-based feature decomposing a gesture to get
self-correlations in the temporal-spatial domains.

3.1.1 CSI Collection

CSI describes the signal’s attenuation on its propagation
paths, such as scattering, multi-path fading or shadowing
fading, and power decay over distance. In frequency do-
main,it can be characterized as:

Y⃗ = H⃗ · X⃗ + N⃗ (1)
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Fig. 1: An overview of the WiFE. The input of the WiFi-based gesture capture model is PCA-processed CSI data, while the
input of the vision-based facial expression capture model is images containing only the face extracted by MTCNN.

Where Y⃗ and X⃗ are the received and transmitted signal
vectors, respectively. N⃗ is the additive white Gaussian noise,
and H⃗ is the channel matrix representing CSI information.

The WiFi spectrum is divided into multiple orthogonal
subcarriers. For each subcarrier, the channel frequency re-
sponse (CFR) can be expressed as:

Hi = Li + j ·Qi = |Hi|ej∠Hi (2)

Where i is the subcarrier index. Li and Qi are the Chan-
nel Frequency Response. |Hi| and ∠Hi are the amplitude
and phase of ith subcarrier, respectively. The dimension of
H is Nt × Nr × Ns × T , where Nt, Nr and Ns are the
number of transmitting antennas, receiving antennas and
subcarriers, respectively. T is the length of CSI data, and
Nt = 1, Nr = 3 and Ns = 30 in our WiFE system. T is a
variable depending on the duration of data acquisition:CSI1,1 CSI1,2 ... CSI1,30

CSI2,1 CSI2,2 ... CSI2,30
CSI3,1 CSI3,2 ... CSI3,30

 (3)

Formula 3 shows one CSI package obtained at some time
point. It is a 1× 3× 30 matrix. Each CSIa,b represents a CSI
value. a and b denotes the transmit-receive antenna pair and
subcarrier number, respectively.

CFR (channel frequency response) can be expressed sim-
ply as the superposition of dynamic path CFR and static
CFR, and it can be represented as:

H(f, t) = Hs(f, t) +Hd(f, t) (4)

Hs and Hd represent the static and dynamic CFR, respec-
tively. The dynamic CFR can be written as:

Hd(f, t) =
∑
k∈D

hk(f, t)e
−j2πfτk(t) (5)

where f and τk(t) represent the carrier frequency and the
propagation delay on the kth path, respectively. D is the set
of dynamic paths, and hk is the signal attenuation.
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Fig. 2: The effect of CSI enhancement via Ricean fading: the
sensitivity of CSI to gesture has been improved by over 4
times

3.1.2 CSI Enhancement
As shown in Fig. 2, a person acts like a mirror to WiFi

signals, causing the NLoS signal propagation paths. The
signal attenuations caused by a gesture only happen in the
NLoS paths of WiFi CSI. Therefore, we could improve the
system sensitivity to gestures by amplifying the ratio of the
NLoS component corresponding to gestures via weakening
the LoS component, e.g., deploying a flat steel plate in front
of the transmitting antenna.

In wireless communications, when there is a line of sight
between the transmitter and the receiver, the received signal
can be written as the sum of a complex exponential and a
narrowband Gaussian process, which is known as the ”LOS
component”. The ratio of the powers of the LOS component
to the whole received power is the Rician factor, which
measures the relative strength of the LOS, and represents
the link quality. The baseband x(t) In/Quadrature phase
(I/Q) representation of the received signal can be modeled
as [62]:

x(t) =

√
KΩ

K + 1
ej(2ΠfDcos(θ0)t)+ϕ0 +

√
Ω

K + 1
h(t) (6)

where K is the Ricean Factor, Ω denotes the total received
power and θ0 and ϕ0 are the AoA(Angle of Arrival) and
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phase of the LOS, respectively. fD is the maximum Doppler
frequency, and h(t) is the diffuse components.

In our WiFE system, considering that the antenna layout
is fixed, i.e., fD = 0, we can simplify Equation 6 to:

x(t) =

√
KΩ

K + 1
eϕ0 +

√
Ω

K + 1
h(t) (7)

As described in Equation.4, the received signal can be
divided into two parts: static paths and dynamic paths
signal, and the received signal has a time-varying amplitude
in complex plane according to [63]:

|H(f, θ)|2 = |Hs(f)|2+|Hd(f)|2+2|Hs(f)||Hd(f)|cosθ (8)

θ is the phase difference between the static vector and the
dynamic vector, the part that causes the amplitude fluctua-
tion of the CSI waveform is 2|Hs(f)||Hd(f)|cosθ. It can be
seen that in the case where the range and position of the
motion are constant, θ is constant, and the factor affecting
the fluctuation is |Hs(f)| and |Hd(f)|.

In the case where the torso does not block LOS, all LOS
components and part of NLOS components belong to the
static path; part of NLOS components belong to the dynamic
path. Combined with Equation (7) and set the transmitted
power as 1, we can define the |Hs| and |Hd| as follows:

|Hs| =
K

K + 1
+

1

K + 1
· ρ (9)

|Hd| =
1

K + 1
· (1− ρ) (10)

Where ρ is the proportion of static paths in the NLOS
component.

Combined with Equation (9) and (10), we can get the
following equation:

|H|2 = |Hs|2 + |Hd|2 + 2|Hs||Hd|cosθ

=
(K + ρ)2

(K + 1)2
+

(1− ρ)2

(K + 1)2

+
2(K + ρ)(1− ρ)

(K + 1)2
cosθ

(11)
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Fig. 3: An example demonstrating the effect of PCA on the
original CSI for noise and dimensionality deduction

Signal amplitude variation caused by motion can be
quantified as:

f(K, ρ) = 2|Hs||Hd|cosθ =
2(K + ρ)(1− ρ)

(K + 1)2
cosθ (12)

The value of the above formula is related to three variables,
namely θ, K and ρ. Consider that the change in phase
difference caused by same motion is relatively stable, we
omit θ without considering.

f ′(K) =
2(1− ρ)(−K2 − 2ρK + 1− 2ρ)

(K + 1)4
(13)

When K > 1− 2ρ, f(K, ρ) decreases as K increases, under
normal circumstances, only a small part of the signal of
the omnidirectional antenna can be reflected by the human
body, which means that ρ is generally bigger than 0.5. In
practice, we could simply deploy an obstacle like a flat steel
plate in front of the transmitting antenna to bound off the
LoS signal to increase f(K).

Taking the derivative of Equation 12 of ρ, we can get:

f ′(ρ) =
2(−2ρ+K − 1)

(K + 1)2
(14)

When K does not change, WiFi sensing ability increases in
the interval [0,1−K

2 ] as ρ increases, and decreases in the
interval [ 1−K

2 ,1] as ρ increases.
When K > 1, 1−K

2 < 0, according to Equation 14,
sensing ability monotonously decreases over the interval
[0,1] as ρ increase. When 0 <= K <= 1, it means
0.5 >= 1−K

2 >= 0, according to equation 14, the sensing
ability increases in the interval [0, 1−K

2 ] as ρ increase, and
decreases in the interval [ 1−K

2 ,1] as ρ increase. In a real-
world environment, K is usually not less than 1 because the
quality of WiFi connection would be poor.

Will blocking the LOS make perception capability
worse? Blocking the LOS path can reduce the Rice-K value,
but will blocking must improve the detection capability?
Equation 12 have two main variables, K and ρ. Whether
there such a situation that block the LOS path can reduce
K , but ρ increased, results in poorer motion perception
ability? We believe that such a situation is hard to happen.
Even for the worst case, which is blocking the LOS path to
increase the NLOS power by L scale, L is not allocated to
the dynamic vector at all. At this time, the values of |Hs|
and |Hd| are unchanged, their product will not change, and
the motion detection capability will not be worse, just equal
to the original situation. In the actual indoor environment, it
is difficult to make the blocked LOS signal do not propagate
towards the human body at all due to reflections from
indoor objects. Nevertheless, no matter ρ is larger, smaller,
or unchanged, the motion detection capability will not be
deteriorated by block the LOS (Unless the occlusion affects
the signal reception at receiver).

Fig. 2 demonstrates such an example (the system setting
will be introduced later in Section 4.1.2). A centimeter-level
gesture like a gentle nod is hard to capture for the original
CSI. But after enhancement, it can be clearly recorded. The
sensitivity of CSI to the gesture in terms of the amplitude
fluctuation has been improved by 4.35 times applying our
Rician-K based CSI enhancement method.
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In Section 4, extensive real-world experiments sug-
gest that our CSI enhancement method enables sub-
wavelength level gesture capture with little implemen-
tation overhead.

3.1.3 CSI Feature Extraction

After enhancement, the CSI data should be pre-
processed to remove the impulse background noise and
reduce the data dimension. Conventional filters like the low-
pass filter are unable to handle the impulse noise due to its
high energy and bandwidth [64]. Consequently, we apply
Principal Component Analysis (PCA) to fulfill both noise
canceling and dimension reduction at the same time [65].

PCA projects each CSI data onto only the first few prin-
cipal components to obtain lower-dimensional data while
preserving as much of the data’s variation as possible. In our
case, a gesture leaves different but correlated influences on
different subcarriers due to their continuous wavelengths.
Therefore, PCA is able to extract such correlations from
the original data while excluding unrelated information,
especially the background noise.

Fig. 3 shows an example, where a sad gesture of subject
2 lasting for 3.2 seconds is captured by the enhanced CSI (its
corresponding vision snapshots are shown in Fig. 4c). The
original CSI can capture the gesture in a vague shape formed
by the yellow pixels in Fig. 3b, while this shape has been
significantly sharpened in the first three PCA components.
Since the first component presents the best performance,
we leverage it only instead of all subcarriers in our system,
reducing the complexity to 1/30.
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Fig. 4: Examples of the correlation feature decomposing a
gesture based on DWT

A gesture may consist of a set of movements performed
by different parts of the body at different time with different
speeds. Therefore, decomposing a gesture would provide a
more fine-grained view on the emotional expression. Wang
et al. showed that the energy profile of different signal
frequencies can quantify the movement speeds of different

human body parts [64]. Therefore, we apply the DWT, a
Time-Frequency analysis tool, on the first PCA component
to calculate the energy in different levels at any given time,
where each level corresponds to a frequency range. The
higher the energy is, the more likely it is caused by a faster
moving body part.

Figure 4 shows an example, where both modality data
describing two different subjects’ emotional cues for the
angry and sad emotions have been displayed in a syn-
chronized manner. It is quite interesting to see visually
that for both emotions the two subjects share similar ways
of expression. On the other hand, angry is an emotion
that usually has a much more intensive way of expression
than sad involving quick hand and arm movements. Such
expressional differences have been successfully captured by
the DWT. For instance, Fig. 4a and Fig. 4c recorded the
emotional cues of angry and sad for subject 1. DWT has
clearly shown their significant energy differences.

After obtaining the DWT feature map, we use three
kinds of Densenet(Densenet121,169 and 201) [66] to extract
features of different depths as CSI static features, these
Densenet are all pre-trained with ImageNet [67], and we
use a 512-dimensional LSTM network to extract temporal
features from raw CSI data.

3.2 Vision-based Facial Expression Capture
In this part, we introduce how to capture facial expres-

sion based on computer vision. Firstly, we explain how to
accurately crop faces in a video. Then, we pre-train our deep
learning network consisting of the Densenet and VGG [68]
using an existing facial expression dataset (FER2013) for
better handling the extracted face-related clips. Lastly, we
leverage the pre-trained network to explore the spatial and
temporal features of these clips.

3.2.1 Face detection and Alignment
Accurate and stable face tracking is the key first step

for understanding facial expressions. Recently, Zhang et al.
show that the MTCNN exploits the inherent correlation
between face detection and facial expression recognition
and constitutes a better solution than the widely-used Dlib
detector in handling issues like the changing head position
[69]. Therefore, we use the MTCNN approach to crop faces
in the video clips and align them at a fixed direction, as
shown in Figure 4. The size of each image is 256× 256.

3.2.2 Vision Pre-training
Pre-training is commonly used in CV due to the ex-

istence of many well-constructed and well-labeled image
datasets. On one hand, pre-training acts like a initial pa-
rameter setter and plays an important role in subsequent
supervised training. On the other hand, it relieves the over-
fitting problem on a small dataset. For example, pre-training
on ImageNet, the world’s largest labeled image dataset
containing 22,000 categories and 15 million images, is a
dominant paradigm to initialize the backbones of object de-
tection and segmentation models [70]. However, ImageNet
is not a good choice for our problem since it does not include
the facial expression. Therefore, we choose FER2013 [71] to
tune our network, which consists of Densenets and VGG

This article has been accepted for publication in IEEE Transactions on Affective Computing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TAFFC.2023.3285777

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University of Science & Technology of China. Downloaded on July 10,2023 at 08:32:36 UTC from IEEE Xplore.  Restrictions apply. 



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, JANUARY 2020 8

shown in Fig. 1. FER2013 is a large-scale dataset specifically
collected for facial expression by the Google image search
API. It is well-known for its quality in gray-scale and its
adequate number of facial expressions, which is also the
reason we choose it over other datasets.

3.2.3 Vision Feature Extraction
The pre-trained Densenet and VGG-LSTM are used to

explore the spatial and temporal characteristics of the face-
related clips, respectively. In particular, the Densenet net-
work is responsible for extracting the spatial facial expres-
sion features of each video frame, similiar to CSI, we also
use three kinds of Densenet for static features extraction.
While the VGG is employed to obtain the static features of
each frame, and then send them to the LSTM network in
chronological order for exploiting the temporal correlations
of a facial expression.

For the Densenet, since the cropped face-related clips
have different lengths, the dimension of the extracted fea-
tures for each clip also varies. Therefore, we first normalize
the features of a video clip. Then, we calculate the mean,
max and standard deviation of the normalized features. In this
way, the dimension of features from different face-related
clips will be unified. The length of the CSI data is also
different, but we unified each CSI data into a same size
image when generating DWT images. Therefore a segment
of CSI data can only generate one DWT image, and thus
gesture feature extraction don’t need feature normalization.

3.3 Multi-Source Learning

After obtaining features of gesture and facial expression
, we need to effectively fuse them to recover the corre-
sponding emotion. In this part, we introduce our MSL
framework.The key idea is that different modalities actually
describe the same physical expression of an emotion, but
only from different perspectives.

Fig. 5 compares MSL with three prevailing learning
frameworks, i.e., early-fusion and late-fusion and MTL. As
introduced in Section 2.4, early-fusion performs feature-
level aggregation to train one decoder for multiple encoders,
while late-fusion trains a decoder for each encoder and
fuse the outputs based on voting or retraining, respectively.
Early-fusion exploits correlations and interactions between
the features of different modality, and it only requires to
train one decoder, making the training much easier than
late-fusion. However, it needs all modalities to make a
decision. In contrast, late-fusion fuses the outputs of all
decoders via voting or retraining. Therefore, it is resilient
to the modality missing issue. But late-fusion ignores the
feature-level interaction between modalities. To fill in the
gap, we first focus on a recent framework named Multi-Task
Learning (MTL).

As shown in Fig. 5c, MTL is able to use only one model
to solve multiple tasks [72] due to its ability of information
exchange between tasks. The key idea is that different tasks
can share an encoder since the underlying features used
in different tasks are similar. Training of each decoder is
only affected by the corresponding task, while training of
the encoder is affected by all tasks. The weighted losses of
different tasks form the overall loss for the encoder.

Inspired by MTL, we can also use only one decoder for
all encoders since all encoders actually describe the same
event (physical expression of an emotion) from different
perspectives. Therefore, we propose MSL to better fuse
modalities. Unlike MTL, multi-modal fusion belongs to the
single-task learning. It combines multi-modal information
for one task. As shown in Figure 5d, MSL uses one encoder
for each modality to fully explore the emotional features
within each modality, and leverages only one decoder for
knowledge sharing like MTL. In this paper, the decoder is
composed of three fully-connected layers, and the dimen-
sions of these fully-connected layers are 1080, 1080 and 7,
respectively.

During the training process of MSL, one encoder is
only affected by its corresponding input. But the decoder
is affected by all encoders. The loss of different encoders
will be weighted and summed to get the total loss to train
the decoder. In this way, knowledge about the emotion
can be exchanged between different modalities through the
parameter sharing mechanism. The decoder blending fea-
tures from different encoders (modalities) then helps each
modality make its own decision. Lastly, MSL makes the final
decision based on voting or re-training on these decisions,
like late-fusion.

Compared to early-fusion, MSL is resilient to the modal-
ity missing issue since the decoder is shared by all encoders
and there is not here is unnecessary to combine the features
from different encoders like early-fusion. Compared to late-
fusion, the independent training of each decoder is saved
since only one shared decoder should be handled, signifi-
cantly reducing the training efforts.

In this paper, we use softmax loss as the loss function.
Specifically, softmax loss is computed as follows:

Ls = −
m∑
i=1

log
ew

T
yi

xi+byi∑n
j=1 e

wT
j xi+bj

(15)

where wj and bj are the weight and bias, respectively. n =
|C| is the number of classes, and m is the mini-batch size.

The final loss is obtained as follows:

L =

q∑
b=1

Lsb (16)

Where q denotes the number of branches, and here we set q
to 8 (8 encoders). λb is the weighted ratio of the loss of the
bth encoders. Lsb is the softmax loss of the bth branch.

In particular, as shown in Fig 1, WiFE leverages MSL
based method to handle vision and CSI data, where eight
encoders are built to extract temporal and spatial features
from both modalities. As explained in the previous parts,
these encoders are based on the Densenet, VGG, LSTM and
DWT. Due to the final result is obtained at the result layer,
our MSL framework can be flexibly split. Since different
encoders generate different dimensions of features, they
should go through a 1080-dimensional fully-connected layer
to unify the feature dimensions before sending to the shared
decoder. After obtaining the recognition results of each
encoder, we obtain the final result by weighted voting. Ac-
cording to our empirical experiences, the weighted ratios of
loss of the eight encoders are set to 5 : 5 : 5 : 1 : 1 : 1 : 2 : 2,
and the weighted ratios of decision of the eight encoders are
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Fig. 5: (a) Early-fusion aggregates all features to train one decoder for multiple encoders; (b) Late-fusion trains a decoder for
each encoder, and fuse the output based on voting or retraining; (c) MTL uses multiple decoders to exchange knowledge ;
(d) MSL processes multiple inputs for one task using only one decoder It exchanges knowledge through sharing decoder
parameters.

set to 3 : 4 : 3 : 2 : 6 : 2 : 4 : 2, respectively. The order of
these weights corresponds to Densenet 121, Densenet169,
Densenet201 and VGG-LSTM for vision, Densenet 121,
Densenet169, Densenet201 and DTW-LSTM for gesture.

4 DATASET CONSTRUCTION AND PERFORMANCE
EVALUATIONS

In this section, we first introduce our WiFE dataset, and
then use this dataset to evaluate our system.

4.1 WiFE dataset Construction
To the maximum of our knowledge, there exists none

WiFi-Vision bi-modal dataset. Therefore, we have to build
the first WiFi-Vision emotion dataset to evaluate our system.
In this part, we will introduce its design and realization in
detail.

4.1.1 Dataset Design
Generally, emotions are associated with facial expres-

sion, speech, and body gestures. To make the dataset more
meaningful, the following two requirements should be
satisfied: the associated gestures should be coherent with
the emotions, and different subjects’ emotions should not
be identical (i.e., subjects express their emotions indepen-
dently).

As to the first requirement, we choose Acted Facial Expres-
sions in the Wild (AFEW) [73] dataset to help gain knowledge
on how others behave with different emotions. AFEW is
a temporal and multi-modal dataset that provides vastly
different environmental conditions in both audio and video,
and it contains clips with spontaneous expressions collected
from various movies/TV series. We learn from the AFEW
dataset to help select emotion representation templates. To
be more specific, we choose seven universal emotions to
build our dataset and choose templates for each emotion.
Hence emotion reactions will not be dispersed. We select
the videos with body gestures in the AFEW and show them

to the volunteers who participate in data collection. Then
the volunteers vote for the five most popular templates
(we assume that these five templates are most reasonable)
as the final templates used in the dataset building. As to
the second requirement, the templates are used only as
guidance instead of rules. Figure 6 shows the anger emo-
tion expressed by different subjects according to the same
template, where we can observe that each person retains
his/her own independence.

4.1.2 Dataset Collection and Brief Introduction of Data

During the data collection process, we use a laptop
computer to gather the video and two Mini PC with four
antennas to obtain the CSI. The MiniPC is with Ubuntu
12.04, one transmitting (Tr) antenna sends WiFi signals (can
be replaced by a regular WiFi router), and the other three
receiving (Rx) antennas receive WiFi signals and extract CSI
data using CSITool [27]. As illustrated in Figure 6, the laptop
is placed in the center to collect vision information, and
we put the WiFi antennas on both sides of the shelf for
collecting the CSI data containing gesture information. A
lead plate is placed between Tr and Rx3 to increase gesture
sensitivity, which will be further explained in Section4.4.1.

In general, WiFE has 7 emotions (i.e. Angry, Disgust, Fear,
Happy, Neutral, Sad and Surprise), 35 templates (5 templates
are selected for each emotion). Twenty volunteers (12 male
and 8 female, whose ages range from 22 to 26) repeat
each template five times. Finally, 3500 video clips and the
corresponding CSI sequences are collected. Each video clip
has a frame rate of 30Hz and a resolution of 720p. For video
data, we provide the original video and the cropped video
containing only the blocks of the facial expressions. These
videos are saved in mp4/avi format. The packet rate used
for collecting CSI data is 500 packets/second, and the CSI
file contains data of 90 subcarriers of 3 receiving antennas.
For CSI in WiFE, we provide raw data (the suffix is .dat) and
cropped data, which only contains emotion-related actions
(the suffix is .mat). The total size is 82GB.
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Fig. 6: A snapshot of our WiFE system and its dataset
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Fig. 7: (a) Gesture-only; (b) Facial-only; (c) Bi-modality.
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Fig. 8: Comparison between gesture-only (CSI), facial-only
(Densenet+VGG-LSTM) and bi-modality.

4.2 Overall Performance

We systematically evaluate WiFE on our dataset via ten-
fold subject-independent cross-validation. Fig. 7 presents
three confuse matrices corresponding to gesture-only,
vision-only and bi-modal settings, respectively.

Firstly, we confirm that bi-modality indeed improves the
overall recognition accuracy over single-modality by achiev-
ing 86.54% over 70.2% for gesture-only and 74.51% for
vision-only. Moreover, it indicates that WiFE can effectively
leverage correlations of emotional clues in two modalities
for better recognizing emotions.

Secondly, physical clues of the same emotion in different
modalities could be complementary to each other. Fig. 8
shows a direct comparison among three different settings,
where the orange line, purple line and green line denote
facial-only, gesture-only and bi-modality, respectively. We
take happy as an example, which ranks second-last (48.8%)
for gesture-only, ranks second (83.2%) in facial. On the
other hand, angry, poorly recognized via facial expression
(50.6%) while has the highest recognition accuracy (85.2%)
for gesture-only. This observation leads to another impor-
tant question: What is the best combination of modalities
for recognizing some emotion? It calls for future research
with more sophisticated psychological experiments driven
by state-of-the-art computational methods.

Lastly, facial expression constitutes a better descriptor
of emotions than gesture. On average, it achieves 74.51%
recognition accuracy compared to 70.2% for gesture. For
some specific emotions with unique expressions like dis-
gust, facial expression is almost 2 times better that ges-
ture (98.2% vs 55.4%). However, for some emotions which
usually accompany large-differentiated gestures, the gesture
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modality can achieves better results, such as angry (85.2%
vs 50.6%) and sad (89% vs 49.8%). The recognition per-
formance of different emotions varies significantly, and we
believe this is because different emotions are expressed in
different modalities with different degrees of variation. For
example, angry, sad and disgust are easily confused in facial
expressions (they are very close to each other in the con-
tinuous Valence-Arousal emotional space). But in gesture
modality, angry is usually accompanied by intensive body
movements and can be easily distinguished from sad and
disgust. On the other hand, for fear, its body movements are
easily confused with disgust (moving away from a feared or
disgusted object). But, in the facial expression modality, the
difference between fear and disgust is more significant.

4.3 Comparative Study with State-of-the-art Rivals
In this part, we compare our method with some current

solutions based on facial, gesture and multimodal emotion
recognition.

As shown in Table 2, we have compared our method
with some other emotion recognition schemes. For fa-
cial expression recognition, MSL achieves a higher accu-
racy (69.2%) than the region attention based method RAN
(67.09%) [74] and the multi-attention based scheme DAN
(67.69%) [44]. This is because MSL incorporates the results
of three kinds of Densenet, which enables layered features
extraction, while the other two schemes focus on extracting
more effective features on one kind of backbone network.

For gesture recognition, our previous work (EmoSense
[17]) leverages shallow learning approaches (KNN,SVM),
and only gets 57.97% recognition accuracy. WiGRUNT relies
on a dual attention network and achieves the best result
(68.29%) while MSL delivers an recognition accuracy of
67.94%. This is because gesture contains less emotional cues
than facial expression, and there exists no dedicated datasets
large enough for pre-training the CSI-related network. As a
result, the attention mechanism seems more effective under
this situation.

TABLE 2: Comparison of Methods

Method Modality Feature Accuracy
RAN [74] Facial Expression Static 67.09%
DAN [44] Facial Expression Static 67.69%

MSL Facial Expression Static 69.2%
Emosense [17] Gesture Static 57.97%
WiGRUNT [75] Gesture Static 68.29%

MSL Gesture Static 67.94%
Tzirakis [76] Bimodality Static+Temporal 79.97%
Ortega [60] Bimodality Static+Temporal 86.29%

MSL Bimodality Static+Temporal 86.54%

For multimodal emotion recognition, we compare our
method with a early-fusion method [76] as well as a late-
fusion scheme [60]. This time MSL achieves the best recogni-
tion results (86.54%). Moreover, the accuracy of multimodal-
based emotion recognition is much better than unimodal
solutions, confirming the superiority of our solution and
multimodal emotion recognition.

4.4 Impact of Different Settings on Performance
In this part, we will go through the design flow of

WiFE and study the impact of different settings on the

performance.

TABLE 3: Impact of CSI enhancement

CSI Setting Accuracy
Original CSI 68.67%

Enhanced CSI 83.67%

4.4.1 Impact of CSI Enhancement Method
Firstly, we consider the effectiveness of our CSI en-

hancement method. In Section 3.1.2, we used an example
to show that a centimeter-level gesture (a gentle nod) is
clearly recorded after CSI enhancement. More specifically,
the sensitivity of CSI to gesture in terms of the amplitude
fluctuation has been improved by 4.35 times after enhance-
ment. However, constructing the dataset again with the
original CSI is both time-consuming and labor-intensive.
Moreover, it is extremely difficult to make sure the volun-
teers have the exact facial expression and gesture for both
settings. Therefore, we construct a miniature dataset con-
sisting of two trained volunteers performing three emotions
(angry, surprise and happy) while keeping other settings.
For each CSI setting, we have 2(volunteers)× 3(emotions)×
5(templates)×5(times)= 150 entries. Table 3 concludes the
result, where the original CSI and enhanced CSI achieve
68.67% and 83.67% recognition accuracy on average, re-
spectively. Therefore, our CSI enhancement method has
improved the performance by 21% on this mini dataset.
We also notice that the average accurate obtained on this
mini dataset is quite close to our WiFE dataset (83.67% vs
86.54%).

4.4.2 Impact of different Encoder Settings

TABLE 4: Impact of different Encoder Settings

Combination Accuracy
Vision Static 69.2%

CSI Static 67.94%
Vision Static + Vision Temporal 74.51%

Vision Static + CSI Static 81.97%
Vision Static + CSI Temporal 75.03%

CSI Static + CSI Temporal 70.2%
CSI Static + Vision Temporal 77.97%

All 86.54%

MSL employs multiple encoders to extract temporal-
spatial features from different modalities. Therefore, it is
important to study the combinations of encoders on the sys-
tem performance. To this end, Table 4 shows that the impact
of four different combinations of encoders in recognition
accuracy. If only Densenet is used for vision and CSI spa-
tial features, 69.2% and 67.94% accuracy can be achieved,
respectively. If we add VGG-LSTM for the vision temporal
features, we could improve the accuracy to 74.51%, which
is the performance upper-bound for vision-only. But if we
add CSI static (gesture), the recognition accuracy reaches
81.97%, and CSI static + vision temporal also performance
better than CSI static + CSI temporal. In other words, a new
modality may compensate for existing modalities and thus
advance the overall performance, just like we explained in
Fig. 8. If we fully leverage the spatial-temporal features of
both modalities, the performance can be further improved
to 86.54%.
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TABLE 5: Impact of different fusion schemes

Scheme Accuracy
Late-fusion 86.29%
Early-fusion 79.97%

Multi-Source Learning (MSL) 86.54%

91.2%

67.8%

68.2%

80%

91.8%

79.8%

81%

93.2%

82.6%
82.4%

83.4%

89.8%

82.6%

90%

93.2%

77.6%

94.6%

85.2%

85.2%

77.8%

92.2%

Surprise

Fear

Disgust

Happy

Sad

Angry

Neutral

Early-only Late-Fusion MSL

Fig. 9: Recognition accuracy of different fusion schemes over
7 emotions.

4.4.3 Impact of MSL
In this part, we compare MSL with current mainstream

multi-modal fusion schemes (early-fusion and late-fusion).
For early-fusion, we combine all modality-related features
to make the final decision through the same neural network
structure as in [60], [76]. For late-fusion and MSL, we use
the weighted voting to get the final decision after obtaining
the recognition result of every single modality. For all three
methods, the decoder structure is the same (two 1080-
dimensional fully connected layers and one 7-dimensional
fully connected layer.), and the evaluation results are shown
in Table 5. MSL yields the best performance compared
to other fusion schemes. It indicates that the knowledge
sharing mechanism at feature-level is beneficial for emotion
recognition.

Figure 9 demonstrates the recognition accuracy of dif-
ferent emotions of the three fusion schemes. For early-
fusion, the recognition results are not even over 7 emotions.
Some emotions like disgust (68.2%) have low recognition
accuracy, while some other emotions like sad (91.8%) can
be easily identified. This is because early-fusion combines
all the modal features to train the classifier, during which it
pursues the highest overall accuracy, leading to the unbal-
ance performance over different emotions. Late-fusion and
MSL do not present such phenomenon but due to different
reasons. For late-fusion, fusion happens in the decision-level
and does not affect each modality. For MSL, knowledge
sharing in the decoder ensures that the blended features
help optimize each encoder.

Table 6 describes the performance variation for the
modality-missing issue, where we consider three different
modality settings, i.e, CSI-only, vision-only and bi-modality.
For early-fusion, it requires features of every encoders
(modality) to make the fusion decision. Therefore, it fails to

TABLE 6: Impact of modality-missing

Early-fusion Late-Fusion MSL
CSI-only / 68.06% 70.2%

Vision-only / 75% 74.51%
Bi-modality 79.97% 86.29% 86.54%

TABLE 7: Comparison of network complexity between MSL
and Late-Fusion

Schemes Parameters Running time (per sample)
Late-Fusion 35,344,129 9.1ms

MSL 23,363,647 2ms

work if missing any encoder. Late-fusion achieves 68.06%,
75% and 86.29% for the three setting, respectively. As
for MSL, late-fusion also witnesses the performance im-
provement from single-modality to bi-modality. Moreover, it
backs up our previous observation that vision outperforms
CSI with MSL, implying that facial expression constitutes a
stable and reliable modality with rich emotional cues.

4.4.4 Efficiency of MSL
Efficiency is another key factor affecting the practicality

of the proposed method. To this end, we compare the
computational complexity between later-fusion and MSL in
Table 7. It is clear that late-fusion embodies 35, 344, 129 pa-
rameters in its deep network while MSL reduces the number
by 33.9%, i.e., 11, 980, 482 network parameters. Therefore, a
less complicated network leads to faster running time. Late-
fusion takes 5.3 ms to process every test sample on average
while MSL only needs 2 ms. In other words, MSL is 4.55
times faster than late-fusion.

4.4.5 Evaluations on RAF-DB
Another possible concern is that the vision-only results

reported on our self-collected dataset sometimes do not
align with existing vision-only literature. To this end, we
have conducted experiments on RAF-DB [41], and achieved
an overall recognition accuracy of 88.69%. Specifically,
the recognition accuracy for different emotion classes are
88.15%, 55.41%, 65.53%, 5.19%, 87.87%, 80.86% and 89.12%
(Surprise, Fear, Disgust, Happy, Sad, Anger and Neutral).

We think the difference in results are due to the presence
of actions and occlusions in our dataset. For sadness, our
dataset has actions such as wiping tears, bowing the head,
and sobbing that obscure the face. In contrast, the images
captured by facial expression datasets such as RAF-DB are
selected, so the data distribution is not the same as our
dataset.

5 LIMITATIONS

In this section, we focus on several shortcomings of the
proposed framework.

Raised costs. Combing different modalities in emotion
sensing naturally leads to raised costs in data collection
and processing. On one hand, extra devices are needed
compared to single-modality solutions, raising costs in hard-
ware, design as well as deployment. On the other hand,
the collected multimodal data are heterogeneous in nature,
and thus the data learning network becomes more complex
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and sophisticated, significantly raising computational costs
in training. In our case, multiple complex feature extrac-
tors are designed to ensure recognition accuracy, making
the training process both computation-intensive and time-
consuming. On possible solution is to use more efficient
feature extraction methods (like RAN [74] and DAN [44])
to build multimodal learning models using only 1-2 feature
extractors for each modality to significantly reduce the
training complexity.

Privacy concerns. Privacy exposure is a major concern
in real-world affective applications and vision constitutes
the most worried sensing channel. To this end, we could
substitute the RGB camera with a depth camera, which only
captures the depth information of the monitored targets to
reduce the risk of privacy breaches. Naturally, the infor-
mation loss, especially in facial expressions, could lead to
performance degeneration in recognition accuracy.

Wifi sensing is only capable of recording target move-
ments due to its inherent sensing paradigm, and thus it
poses very little privacy exposure risks compared to the
visual channel.

Performance drop facing data missing. Another short-
coming is that data missing in a modality in a multimodal
network could significantly degenerate the overall perfor-
mance. Though our proposed MSL method can ease this
issue, we still observe performance downgrade in exper-
iments. We believe this is because we do not consider
inter-modal interactions in depth. The semantics of the
multimodal data we acquire is consistent (label consistent)
and we are considering using neural-symbolic learning to
improve the MSL architecture. Specifically, we could build
an end-to-end multi-modal learning architecture and use
semantic consistency to supervise the training of feature
extractors for different modalities and the decoder.

Inapplicable situations. The proposed multi-modal
methods could fail in the following situations: 1) facial
covering. Facial expression is key to emotion recognition.
As with other state-of-the-art research using vision for
emotion recognition, missing facial expressions could sig-
nificantly damage system performance. 2) motion artifacts.
Motion artifacts could interfere with the wifi channel data
in multipath propagation and thus jeopardize the network
in recognizing emotional information in body movements.
Specifically, different from the wearable sensors or vision-
based methods, the former is directly worn on the user, so it
will not be disturbed by motion artifacts, and the latter has a
very fine-grained spatial discrimination and can easily dis-
tinguish different motions. The principle of wireless sensing
is that electromagnetic waves propagating in space will be
reflected when they touch the human body. The movement
of the human body will cause the reflection path to change.
Therefore, at the receiver, changes in signal indicators (RSS
or CSI, etc.) caused by changes in the reflection path are used
to perform tasks such as activity recognition. And the signal
path changes caused by the activities of multiple motions
will be confused and cannot be distinguished.

6 CONCLUSION AND FUTURE WORK

This paper proposed a hybrid emotion recognition
system leveraging two emotion-rich and tightly-coupled

modalities, i.e, facial expression and body gesture. Unlike
our rivals relying on contact or even invasive sensors, we
explored the commodity WiFi signal for device-free and
contactless gesture recognition, while adopting a vision-
based facial expression. We proposed a signal sensitivity
enhancement method based on the Rician-K factor and a
Multi-Source Learning (MSL) method to mine the temporal-
spatial features of bi-modal data to process the large-volume
and heterogeneous data contributed by the two-modalities.
We build a first-of-its-kind WiFi-Vision emotion dataset
(WiFE dataset) and a prototype system on low-cost com-
modity WiFi and vision devices to evaluate the proposed
method. The empirical results show the superiority of the
bi-modality by achieving 85.33% recognition accuracy for
seven emotions, as compared with 68.95% and 72% recog-
nition accuracy by gesture-only based solution and facial-
only based solution, respectively. Moreover, we also confirm
the efficiency of our CSI enhancement method and MSL
framework by comparing them with state-of-the-art rivals.

For the future work, we intend to significantly extend
our current dataset with more volunteers and more emo-
tional templates to approach the AFEW dataset. A natural
and large-scale emotional bi-modal dataset is both critical
to fine-tune our system and to the psychological under-
standings on emotions. Moreover, the parameter sharing
mechanism of MSL provides the possibility of knowledge
exchange for different modalities. But this exchange may
bring positive knowledge and negative knowledge at the
same time. The former is helping and the latter could
significantly deteriorate the system performance. Therefore,
we believe that the attention mechanism to the parameter
sharing is critical to overcome this defect.
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