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Abstract— The broad spectrum of applications of WiFi sens-
ing technology, like gait and gesture recognition, has received
widespread attention in recent years. Though most WiFi sensing
systems may achieve impressive performance, the challenge lies
in making good use of the amplitude and phase information of
the Channel State Information (CSI) retrieved from commodity WiFi
devices to carry out sensing tasks. To address this issue, we
develop an attention-based framework to properly track the im-
portance of amplitude and phase information to adaptively extract
distinguishing features related to gestures. Specifically, we first
use the CSI ratio instead of the original CSI as the basic signal,
which not only eliminates most of the noise, but also contains the
complete information of the CSI signal corresponding to human
motion. Then, we use the self-attention module to learn the coarse
attention weights of amplitude and phase information of the CSI
ratio. Moreover, the relation-attention module is used to integrate features to further refine the attention weight. In this
way, we proposed a framework that can adaptively learn distinctive feature representations and thus facilitate ubiquitous
gesture recognition. Extensive experiments demonstrate the effectiveness of method for gesture recognition under
various conditions on the open Widar3.0 dataset. The proposed method achieves 99.69% in-domain recognition accuracy,
96.95% cross-location recognition accuracy and 93.71% cross-orientation recognition accuracy, outperforming the state-
of-the-art solutions.

Index Terms— Gesture Recognition, Channel State Information, WiFi, Deep Learning, Attention.

I. INTRODUCTION

THE development of gesture recognition technology is
critical to the development of new human-computer inter-

action modes, and it also brings significant changes to people’s
life experiences [1]. In an indoor environment, people only
need to set specific gestures, such as waving their arms in the
air, and the device can make different responses by recognizing
different gestures, such as controlling the corresponding smart
home. Based on these advantages, the key is to develop a
convenient and intelligent gesture recognition system that can
play a major role in the field of human-computer interaction.

At present, in terms of technical means, gesture recognition
is mainly divided into: First, based on wearable device, gesture
motion information is collected mainly through sensors, and
gesture recognition is performed through a specially designed
algorithm [2]–[4]. Second, based on computer vision technol-
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ogy, the camera is used to capture images of user gestures,
and the gesture status is recognized through image processing
technology. However, this technical means will reduce the
stability of the system under poor lighting conditions [5], [6].
Recently, WiFi-based sensing technology has been extensively
used in indoor environments [7]–[14]. CSI readings retrieved
from commercial WiFi devices can provide a wealth of sensory
information. Therefore, WiFi-based gesture recognition has ac-
quired extensive research attention. For example, WiGrus [15]
uses commercial WiFi devices to capture the intrinsic charac-
teristics of each gesture. Additionally, a Principal Component
Analysis (PCA)-based method and the first order difference are
employed to reduce the noise and mitigate multipath effects
caused by the environment changes. WiGeR [16] designs a
novel and agile segmentation and windowing algorithm based
on wavelet analysis and short-term energy to reveal specific
patterns associated with each gesture. The results show that
WiGeR can classify gestures with high accuracy even when
the signal passes through multiple walls. WiHF [17] derives
the cross-domain motion change pattern of arm gestures from
WiFi signals to realize cross-domain gesture recognition and
user recognition. Widar3.0 [18] derives and estimates the
speed curves of gestures at a lower signal level. These speed
curves represent the unique dynamic characteristics of gestures
and are domain-independent to realize a zero-effort cross-
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domain gesture recognition system. Nevertheless, most WiFi-
based gesture recognition only uses the amplitude or phase
information of the CSI readings, which causes the system to
suffer from short sensing range and low accuracy [19], [20]. It
is not difficult to observe the reason behind it carefully. When
only amplitude information is used, the signal caused by the
fine-grained motions is usually several orders of magnitude
weaker than the Line-of-Sight (LoS) path signal. When the
target is farther away from the transceivers, the reflected signal
will become weaker. Moreover, due to the inherent charac-
teristics of the device, the synchronization error between the
transceivers further affects the CSI phase information, which
is unstable when the human motions are directly sensed [21],
[22].

To solve these problems of human motion perception based
on WiFi, we first use the amplitude and phase information
of the base signal called the CSI ratio as the signal source
for network feature learning. It can be concluded from [19]
that there are two benefits of using the CSI ratio: 1. The
CSI ratio can eliminate the noise of the original amplitude
and phase, and can provide a high-SNR base signal, which is
more sensitive to human movements; 2. The CSI ratio provides
orthogonal complementary amplitude/phase, and contains the
complete information of the CSI signal corresponding to the
human movement. State-of-the-art approaches only use the
amplitude information or phase information of the CSI ratio
for sensing tasks. For example, FingerDraw [23] is the first
to use the phase information of the CSI ratio to implement
the first sub-wavelength finger motion tracking system using
ordinary WiFi devices. MultiSense [20] uses multiple antennas
widely available on commercial WiFi devices to extract the
phase information of the CSI ratio to simultaneously monitor
the breathing of multiple people. At present, only FarSense
has explored the complementarity of the amplitude and phase
information of the CSI ratio. The combination scheme consists
of two steps: (1) generating multiple combination candidates
by assigning different weights to the I/Q components for
combination; (2) selecting one from the candidates as the final
extracted respiration pattern [22]. However, we observe that
the method is not sufficient to explore the complementarity of
the amplitude and phase information of the CSI ratio. Con-
sequently, there is still redundant information in the extracted
features.

In this paper, we design and implement a privacy-friendly
system to realize gesture recognition with commodity WiFi
devices in a contactless manner. The key enabler for such
contactless WiFi human sensing is that CSI describes how
the wireless signal is transmitted from the transmitter to the
receiver. When a person performs daily activities, his/her body
movement will cause changes in the reflection of the wireless
signal, leading to changes in CSI. We first use the amplitude
and phase information of the ratio of the CSI readings of
the two antennas for each receiver as the signal source for
network feature learning. According to [24], the same random
phase offset between the same receiver antennas can be offset
by calculating the CSI ratio. Moreover, according to [19], it
can also eliminate the uncertain impulse noise in the CSI
amplitude, which means that the CSI ratio can provide a

base signal with a high signal-to-noise ratio, which is more
sensitive to human movement. What we have solved is how
to make full use of CSI amplitude and phase information
retrieved from commercial WiFi devices to perform sensing
tasks. However, CBAM mainly extracts meaningful attention
features from the two dimensions of channel and spatial [25],
which cannot effectively combine information from different
signal levels. Motivated by [26], we introduce the attention
mechanism to adaptively learn the importance of the amplitude
and phase information of the CSI ratio to explore their
complementarity and learn the distinctive features related to
gestures. Specifically, we attach two attention modules to the
backbone network of ResNet-18 [27]. One is self-attention
module and the other is relation-attention module. For the self-
attention module, we introduce the self-attention mechanism
to simultaneously capture the importance of the feature map
of the amplitude and phase information of the CSI ratio. A
coarse attention weight is learned for the extracted features
through a fully connected layer and a sigmoid function, and
then the refined features for each input signal source are
obtained by multiplying the initial features and the learned
coarse attention weight. For the relation-attention module, we
cascade the two features obtained through the self-attention
mechanism to obtain the global feature, and then integrate
the global feature and the features extracted by each signal
source. The self-attention mechanism is used to model the
relationship between local features and global representations
to further refine the attention weight. Finally, the feature vector
obtained by the two-way refined attention weight is merged to
further enhance the feature representation.

The main contributions of this paper are summarized below:
• We propose a scheme that uses the attention mechanism

to successfully implement gesture recognition in different
locations and directions on commodity WiFi devices.
Our proposed scheme can achieve the best recognition
performance compared to the state-of-the-art rivals.

• We use the self-attention module and relation-attention
module that can explore the amplitude and phase infor-
mation of the CSI ratio, and better extract the refined
feature representations related to the gestures.

• We have implemented gesture recognition systems on
COTS WiFi devices, and conducted extensive experi-
ments on the public Widar3.0 dataset. The results demon-
strate the effectiveness of our system for gesture recog-
nition in different locations and different directions.

The rest of this paper is structured as follows. Section II
reviews some representative works using WiFi for gesture
recognition. Section III presents the details of the proposed
method. The experimental settings and results are provided in
Section IV. Conclusions are provided in Section V.

II. RELATED WORK

In this section, we briefly review some related work on
wearable sensor based, camera based, and WiFi-based gesture
recognition in the literature.
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TABLE I: WiFi-enabled Gesture Recognition

Reference Gesture Preprocessing Algorithm Dataset User No. of
Gestures Sample Performance

WiGest,
2015 [28]

Hand
Gesture

Wavelet
Denoising

Pattern Encoding;
Gesture Matching Private 3 7 > 1000

87.5% using one
AP; 96% using

three APs.
Tan-

WiFinger,
2016 [29]

Finger
Gesture

Wavelet based
Denoising

STFT;
Muti-Dimensional

DTW
Private - 8 -

Over 90%
recognition
accuracy.

CrossSense,
2018 [30]

Hand&Finger
Gesture - Artificial Neural

Network Private 100 40 1,200,000
Over 90%
recognition
accuracy.

WiADG,
2018 [31]

Hand
Gesture - Artificial Neural

Network Private 2 6 2500 CSI frames
Over 90%
recognition
accuracy.

Yang et al.,
2019 [32]

Hand&Finger
Gesture - Artificial Neural

Network Private 10 40 2400
Over 80%
recognition
accuracy.

Widar3.0,
2019 [18]

Conjugate
Multiplication

Denoising

BVP Extraction;
Neural Network

92.7%
in-domain;

89.7%, 82.6%
and 92.4% cross

domain.

WiHF, 2020
[17]

Hand and
Arm Gesture

Conjugate
Multiplication

Denoising

Motion Change
Pattern Extraction;
Dual-Task Neural

Network

Public
(WiDar3) 16 9 15375

92.7%
in-domain;

89.07%
cross-location

and 82.6%
cross-orientation

WiGrunt,
2022 [33]

CSI-Ratio Based
Denoising

CSI Visualization;
Attention Based
Neural Network

99.67%
in-domain; 96%
cross-location

and 92.6%
cross-orientation.

Ours CSI-Ratio Based
Denoising

CSI Visualization;
Attention Based
Neural Network

99.69%
in-domain;

96.95%
cross-location
and 93.71%

cross-orientation.

A. Wearable sensor based gesture recognition

Most research requires users to wear devices such as inertial
sensors, gyroscopes, etc. for gesture recognition. For example,
Gozzi et al. [34] used the EMG signals of the upper limb
muscles to be recorded during the movement process for
gesture recognition. Moin et al. [1] proposed a self-contained,
wearable sEMG biosensing system that uses HD computing
to process and classify hand gestures. Zhang [35] proposed
a gesture recognition system based only on pressure sensors,
wrist pressure, which can reflect different pressure changes of
different gestures. Although sensor based gesture recognition
has achieved good performance in human-computer interac-
tion applications, there are still some limitations in some
aspects. For example, some sensing devices need to contact
users directly to capture the behavior characteristics related to
gesture actions, so that users’ gesture actions will affect their
behavior habits because of contacting the sensing devices. At
the same time, in continuous interaction, frequent wearing of
sensing devices will reduce the comfort of user interaction,
and ultimately lead to poor user experience. In addition, for
some specific sensing devices, although they can improve the
user experience during interaction, they cannot be widely used
in actual scenarios due to their high cost.

B. Camera based gesture recognition

The camera vision based sensor is a common, suitable
and applicable technique because it provides contactless com-
munication between humans and computers [36], [37]. Jiang
et al. [38] established a convenient and effective binocular
vision system that can accurately extract gesture information
from complex environments. Devineau et al. [39] introduced
a new Convolutional Neural Network (CNN) to process the
position sequence of hand skeleton joints through parallel
convolution, and then studied the performance of the model
in the task of hand gesture sequence classification.As the
visual technology has been relatively mature, the gesture
recognition based on computer vision has a high recognition
accuracy. However, there are still some shortcomings in the
actual scene. For example, the gesture recognition performance
deteriorates when the lighting conditions are not good or there
are obstacles between the user and the camera. In addition, in
areas involving privacy protection, cameras cannot be used
to collect images, so gesture recognition cannot be realized.
In recent years, a large number of researchers have begun
to implement gesture recognition on WiFi devices, which not
only solves the limitations of the above two methods, but also
realizes gesture recognition with high accuracy.
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C. WiFi-based gesture recognition

Recently, some methods of using CSI retrieved from com-
modity WiFi devices have been proposed for gesture recog-
nition. For example, Abdelnasser et al. [28] early proposed
a system where WiFi signal strength changes to perceive
air gestures around the user’s mobile device. The system
recognizes different signal change primitives and constructs
independent gesture families based on this, so there is no
need for any training process to directly perform gesture
recognition. Sheng et al. [29] designed an environmental noise
cancellation mechanism to reduce the dynamic impact of
signals caused by environmental changes and capture inherent
gesture behaviors to deal with individual differences and
inconsistencies in gestures to achieve fine-grained gesture
recognition. Zhang et al. [30] extended WiFi perception to
new environments and larger problem scales in gait recognition
and gesture recognition. Widar3.0 [18] extracted the domain-
independent feature representation BVP from the CSI, and
then feeds it into a well-designed one-fits-all model and only
one-time training can achieve good results. In order to adapt
to the model well in the case of very limited samples, Ding
et al. [40] proposed a Channel–Time–Subcarrier Attention
Mechanism (CTS-AM) enhanced few-shot learning method to
complete feature representation and recognition tasks. Yang
et al. [32] proposed a novel deep Siamese representation
learning architecture for one-shot gesture recognition, which
is superior to existing solutions in terms of time-space repre-
sentation learning, and achieves satisfactory results under one-
shot conditions. WiADG [31] can accurately and consistently
recognize human gestures in the dynamic environment through
adversarial domain adaptation, achieving 98% gesture recog-
nition accuracy in the original environment. Nevertheless,
these WiFi-based gesture recognition methods only used the
amplitude or phase information of the CSI readings, which
caused the system to suffer from short sensing range and
low accuracy [19], [20]. It is not difficult to observe the
reason behind it carefully. When only amplitude information
is used, the signal caused by the fine-grained motions is
usually several orders of magnitude weaker than the Line-
of-Sight (LoS) path signal. When the target is farther away
from the transceivers, the reflected signal will become weaker.
Moreover, due to the inherent characteristics of the device, the
synchronization error between the transceivers further affects
the CSI phase information, which is unstable when the human
motions are directly sensed [21], [22]. Table I compares and
concludes some representative prior works related to WiFi-
sensing enabled gesture sensing and recognition.

III. SYSTEM DESIGN

In this section, the proposed methods for gesture recognition
are detailed. The system architecture is shown in Figure 1,
which mainly includes three modules: data acquisition, data
preprocessing and gesture recognition. In the data acquisition
module, CSI measurements can be recorded at the receiver
with open source tools only in environments where multiple
wireless links are deployed. Then, as we study the impact
of CSI retrieved from commodity WiFi devices on gesture

Tx Rx

Rx CSI Collection

Data Acquisition

Data Preprocessing

Visualization 

CSI Series

Amplitude Image Phase Image

CSI Ratio 

Self-attention Module

Relation-attention Module

Gesture Recognition

Gesture Classification

…

Push&Pull Draw-Rectangle

Fig. 1: The system architecture.

recognition, the first stage is to introduce the background and
challenges of using CSI for gesture recognition. Section III-A
introduces the background information about CSI, and then we
demonstrated the feasibility of using gesture change patterns
for gesture recognition in a WiFi environment. In the data
preprocessing module, we use CSI ratio as the input signal,
which not only eliminates the noise in CSI amplitude and
random offset in CSI phase, but also quantifies the correlation
between the dynamic CSI value and human activities. If the
original CSI ratio is directly input into the neural network, it
will be unfavorable for network learning, so we need to visu-
alize the CSI ratio to generate the amplitude and phase images
of CSI ratio. Then the attention-based framework is proposed
to identify gestures based on the self-attention and relation-
attention module through amplitude and phase information of
the CSI ratio. In Section III-B and III-C, the specific details of
data preprocessing and gesture recognition framework based
on attention mechanism are elaborated respectively.

A. Background

1) CSI primer: CSI is the information used to estimate the
channel characteristics of a communication link. It is used to
characterize how the signal propagates from the transmitting
to the receiving, combining various effects such as time delay,
amplitude attenuation and phase offset, and describing the
amplitude and phase of each subcarrier in the frequency
domain. Let X(f, t) be the transmitted signal at time t and
carrier frequency f in the frequency domain, and Y (f, t) be
the received signal of the carrier frequency f at time t in
the frequency domain. The relationship of the channel state
H(f, t) can be expressed as Y (f, t) = H(f, t) × X(f, t),
where H(f, t) represents the complex-valued Channel Fre-
quency Response (CFR). It is well known that the received
signal strength is the superposition of signals from multiple
paths when sensing human activity in indoor environments due
to multipath effects [21], [41]. Furthermore, the uncertainty of
the power amplifier in the Radio Frequency (RF) chain due
to the interference of hardware devices often causes impulse
noise and burst noise in the CSI amplitude. The difference
in carrier frequency between the transceivers results in a
time-varying phase shift of each CSI sample, which quickly
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Fig. 2: (a)(b) CSI amplitude and phase for user 1 performing gesture push.

accumulates over time and disrupts the phase changes caused
by human activity. Therefore, the total CSI can be denoted as
follows:

H(f, t) = A(f, t)e−jθ0(f,t)
L∑

i=1

ai(f, t)e
−j2π

di(t)

λ , (1)

where L is the number of propagation paths, ai and di(t)
λ

are the complex attenuation and propagation delay of the i-
th path, respectively. λ is the wavelength for the carrier with
frequency f , A(f, t) is the impulse noise in amplitude, and
θ0(f, t) is the random phase error caused by timing alignment
offset, sampling frequency offset and carrier frequency offset.
CSI is usually divided into static components and dynamic
components. The former is composed of LoS propagation and
other reflection paths from static objects in the environment,
and the latter is the path reflected by the subject’s actions [21].
Thus CSI can be transformed as follows:

H(f, t) = A(f, t)e−jθ0(f,t)(Hs(f, t) +Hd(f, t))

= A(f, t)e−jθ0(f,t)(Hs(f, t) +
∑
i∈Pd

ai(f, t)e
−j2π

di(t)

λ ),

(2)

where the constant Hs(f, t) is the sum of all static signals,
Hd(f, t) is the sum of all dynamic signals, Pd is the set
of dynamic signals (e.g., signals reflected by the subject’s
actions).

2) Gesture recognition with WiFi CSI: Now let’s take a closer
look at how to use CSI for gesture recognition. As mentioned
above, we describe the wireless signal from the sender through
multiple paths to the receiver, and record the physical space
characteristics it passes through. As a person moves through
physical space, the body reflects and diffracts signals to intro-
duce additional paths (NLoS paths). Therefore, the influence
of human activities on the propagation of RF signals will be
described by the signals reaching the receiver. By establishing
the mapping relationship between the changes of these signals
and different human activities, gesture recognition based on
CSI can be realized. Figure 2 shows a comparison of CSI
amplitude and phase waveform of user 1 performing gesture
push in the Widar3.0 dataset. Note that here we only give

the amplitude and phase results for a subcarrier of 1. We
can see that both amplitude and phase gestures affect signal
fluctuations, which is consistent with some existing work [42].
Although both CSI amplitude and phase can be mapped to
the same gesture, gesture recognition can be achieved by
extracting the distinguishing features associated with gesture
and then training the classifier. However, the original CSI
amplitude is limited by the sensing accuracy, and when the
human movement is directly sensed, the synchronization error
further affects the instability of CSI phase information. Thus,
using CSI to achieve gesture recognition is feasible [17], [42],
but it requires a more distinguishable base signal than the
original CSI amplitude and phase, and the complementarity
of amplitude and phase information can be better explored.

B. Data preprocessing

As mentioned earlier, since the CSI readings retrieved from
different antennas of the same receiver contain very similar
hardware noise, the amplitude and phase are not ideal CSI
signals. Some recent studies use a new base signal called the
CSI ratio, which eliminates the noise in the CSI amplitude and
the random offset in the CSI phase, and quantifies the corre-
lation between the dynamics of the CSI value and the human
activities, thereby improving WiFi sensing performance [19],
[20], [23]. As is implied by the name, the CSI ratio is defined
as the quotient of the CSI readings of two adjacent antennas
of the same receiver, so the CSI ratio is expressed as:

Hr(f, t) =
H1(f, t)

H2(f, t)

=
A(f, t)e−jθ0(f,t)(Hs,1(f, t) +Hd,1(f, t))

A(f, t)e−jθ0(f,t)(Hs,2(f, t) +Hd,2(f, t))

=
Hs,1(f, t) +

∑
i1∈Pd

ai1(f, t)e
−j2π

di1(t)

λ

Hs,2(f, t) +
∑

i2∈Pd
ai2(f, t)e−j2π

di2(t)

λ

,

(3)

where H1(f, t) and H2(f, t) represent the CSI readings corre-
sponding to the two receiving antennas of the same receiver,
respectively. Since the power ratios of different antennas on the
same receiver are the same and share the same clock, that is,
A(f, t)e−jθ0(f,t) for different antennas on the same receiver is

This article has been accepted for publication in IEEE Sensors Journal. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2023.3261325

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University of Science & Technology of China. Downloaded on April 06,2023 at 01:19:56 UTC from IEEE Xplore.  Restrictions apply. 



6 IEEE SENSORS JOURNAL, VOL. XX, NO. XX, XXXX 2017

Time(ms)
0 500 1500

6

1000

5

4

3

2

1

T
R

 P
a

ir
s

(a)
Time(ms)

0 500 1500

6

1000

5

4

3

2

1

T
R

 P
a

ir
s

(b)
Time(ms)

0 500 1500

6

1000

5

4

3

2

1

T
R

 P
a

ir
s

(c)
Time(ms)

0 500 1500

6

1000

5

4

3

2

1

T
R

 P
a

ir
s

(d)

Fig. 3: (a)(c) CSI ratio amplitude and phase image of gesture push performed by user 1. (b)(d) CSI ratio amplitude and phase
image of gesture sweep performed by user 1.

equal. Through the division operation, the random phase shift
and the pulse amplitude noise can be canceled.

To explore the complementarity of the amplitude and phase
of the CSI ratio, we use deep learning to properly track the
importance of the amplitude and phase information of the CSI
ratio, and adaptively extract distinguishing features related to
gestures. According to the existing work foundation [18], [43],
the use of CSI ratio visualization rather than the original CSI
ratio value is more suitable for deep learning. Assuming that
there are Nt transmitting antennas, Nr receiving antennas, Ns

subcarriers, and T packets during signal transmission, the CSI
ratio vector H ∈ RNt×Nr×Ns×T can be obtained. Therefore,
we can map the amplitude and phase values of the CSI ratio to
the pixels of the image (i.e., the amplitude and phase heatmap),
and the image dimension is (Nt×Nr×Ns)×T ×1(the image
height and width are Nt×Nr×Ns and T , respectively, and the
depth is 1). We visualize the complex value of the CSI ratio as
amplitude and phase images as shown in Figure 3. Through the
visual operation, we can observe the difference in amplitude
and phase information of the received CSI ratio when user 1
performs different gestures. Intuitively, different gestures have
individualized action understanding and presentation styles,
and the amplitude and phase images are complementary.

TABLE II: Definitions of symbols in defining the attention
network.

Name Definition
α1, α2 Coarse attention weights generated in the self-attention

module
β1, β2 Fine-grained attention weights generated in the relation-

attention module
f Fully connected layer and sigmoid function operation
F1, F2 The deep features generated by the backbone network

correspond to different inputs
Fsa Fusion feature
FC Fully connected layer
σ Sigmoid function
concat Concatenate operation
WT

1 ,WT
2 The parameter of the FC layer

Ri Relation feature
βi Relational attention weight corresponding to the relation

feature

C. Gesture recognition

After data preprocessing, we use the attention feature learn-
ing model to explore the complementarity of the amplitude and
phase of the CSI ratio. Figure 4 illustrates the overall structure
of the attention network feature learning model. Specifically,
the amplitude and phase images of the CSI ratio are first
normalized, which is to resize the dimensions of the input
image to 224×224×3 (the width and height of the image are
both 224, and the depth is 3). The normalized output is then
input into attention feature learning model, which from left to
right consists of backbone network for feature extraction, self-
attention module for learning the coarse attention weights of
the amplitude and phase information of the CSI ratio (III-C.1),
and relation-attention module is used to integrate global and
local characteristics and further refine the weight of attention
(III-C.2).

The model used is a result of the effectiveness of amplitude
and phase complementarity. With amplitude and phase images
as input, the attention feature learning model can adaptively
learn fine-grained distinctive feature representations and thus
facilitate ubiquitous gesture recognition under various condi-
tions (i.e., different orientations and locations). We will verify
the effectiveness of our proposed method for gesture recog-
nition through extensive experiments in IV. The definition of
symbols in the network is shown in Table II.

1) Self-attention feature learning module: Convolutional
Neural Networks (CNN) have become the mainstream solution
for many tasks (e.g., classification) due to their local percep-
tion and parameter sharing for automatic feature learning [44].
Inspired by CNN, given that Ia and Ip are expressed as
the amplitude and phase images of the CSI ratio, we first
adopted the widely used ReNet18 backbone network with
good performance to automatically extract their deep features.
However, the learned deep features are not fused and directly
used for gesture classification will not be effective. To learn
the coarse importance weights of different input data streams,
we use a fully connected layer (FC) and a sigmoid function to
learn the coarse attention weights of the amplitude and phase
information of the CSI ratio, that is:

αi = σ(WT
1 Fi), i = 1, 2, (4)
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Fig. 4: The process of attention network feature learning.

where αi is expressed as the coarse attention weight corre-
sponding to the i-th deep feature Fi, σ denote the sigmoid
function, and W1 indicates the parameters of the FC layer.
Finally, combining the coarse importance weights and the
input features, we can obtain the fusion feature Fsa of the
amplitude and phase of the CSI ratio, that is:

Fsa =
∑
i=1,2

αiFi. (5)

2) Relation-attention feature learning module: In the self-
attention feature learning module, it mainly learns the coarse
attention weight to extract the important features (i.e., the local
features) in each input data stream (i.e., amplitude and phase).
However, if the local features of different input data streams
are directly fused and used as the final output features, the
bridge of learning complementarity between amplitude and
phase information cannot be established. Therefore, we need
to integrate local features and global features to learn the
complementarity of different input data streams. Specifically,
we first concatenate the features of each input stream with the
global features, the role of which is to refine the relational
attention weight, that is:

Ri = concat(Fsa, Fi), i = 1, 2, (6)

where concat represents the concatenate operation, Ri denotes
the relation features of amplitude and phase. In order to further
refine the relational attention weights for the amplitude and
phase, we again use the FC layer and a sigmoid function to
learn, that is:

βi = σ(WT
2 Ri), i = 1, 2, (7)

where βi is expressed as relational attention weight corre-
sponding to the i-th relation feature Ri, and W2 indicates
the parameters of the FC layer. Finally, the relation features
generated by the amplitude and phase image of the CSI ratio
are added together to obtain the final gesture recognition
feature, that is:

R =
∑
i=1,2

βiRi. (8)

IV. IMPLEMENTATION AND EVALUATION
We first briefly introduce the training and inference details,

as well as the Widar3.0 dataset and implementation details,

and compare our method with state-of-the-art methods, and
then analyze the importance of each module through ablation
experiments. Finally, we perform deep feature visualization to
show the effectiveness of the proposed model.

A. Tranining and inference details

Given a gesture recognition CSI dataset, we have a training
set Dtr with N samples: Dtr = {xa

i , x
p
i , yi}Ni=1 where xa

i

and xp
i represent the amplitude and phase images of the

CSI ratio, respectively, and yi represents the corresponding
gesture label. We optimize the network parameters based on
the backpropagation algorithm [33] on the training set, and
the minimized cross-entropy (CE) loss function that needs to
be optimized for the entire network is:

LCE = −
N∑
i=1

C∑
c=1

Π[i=yic]log(F(xic,w)), (9)

where C is the number of gestures, c is the category index,
Π[i=yic] outputs 1 when i = yic, and 0 otherwise, F represents
the proposed model with a parameter of w and the output is
the gesture recognition probability. In the test phase, given
a gesture CSI reading, we first obtain the corresponding
CSI ratio amplitude and phase images according to data
preprocessing module, then extract the distinguishing features
related to the gesture through self-attention feature learning
module and relation-attention feature learning module, and
finally predict the final score vector.

B. Dataset and implementation details

Widar3.0 is a CSI-based gesture recognition dataset, which
is collected in different locations and directions in each
sensing area. Widar3.0 mainly includes two types of datasets.
The first is 6 gestures commonly used in human-computer
interaction, with a total of 12,000 gesture samples (16 users×5
positions×5 orientations×6 gestures×5 instances). The sec-
ond is the 0∼9 gesture on the horizontal plane, there are
a total of 5,000 gesture samples (2 users×5 positions×5
orientations×10 gestures×5 instances). To enable a fair com-
parison with WiHF [17], we only use 4,500 gesture samples
(6 users×5 positions×5 orientations×6 gestures×5 instances)
in the Widar3.0 dataset for in-domain, cross-orientation, and
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cross-location gesture recognition. Moreover, we select all ges-
ture data (9 users×5 positions×5 orientations×9 gestures×5
instances) in the 1 environment to verify the performance of
the system under more users and more gestures. The sketches
of the nine gestures from [18] are plotted in Figure 5.

Push&Pull Sweep Clap

Slide Draw-O(H)

Draw-Triangle(H)Draw-N(H) Draw-Rectangle(H)

Draw-ZigZag(H)

Fig. 5: Sketches of gestures evaluated in the experiment.

To make a fair comparison, we set the in-domain evaluation,
cross location evaluation and cross direction evaluation as
follows: in-domain evaluation: we randomly select 80% of all
data as the training set, and the rest as the test set; cross-
location evaluation: we randomly select 4 locations gesture
data as the training set, and the rest as the test set; cross-
orientation evaluation: we randomly select 4 orientations ges-
ture data as the training set, and the rest as the test set.
Regardless of the evaluation, we use 5-fold cross-validation as
the final result. Moreover, Resnet-18 [27] has been widely used
as a backbone network in the field of object detection [45],
[46], image classification [26], [47] and wireless sensing [33],
[48] because of its simple and practical advantages. Compared
with other networks, Resnet-18 is a relatively small network
with low parameters [45]. On the widar3.0 dataset, we refer to
previous research work [33], [49], [50], so we choose Resnet-
18 as the backbone network. We use Stochastic Gradient
Descent (SGD) algorithm [51] with the momentum of 0.9,
a learning rate of 0.001, a batch size of 64. The model is
trained on a single NVIDIA GTX 2080 Ti using Pytorch for
50 epochs.

C. Overall performance
Table III reports the performance of our method on the ges-

ture recognition task performed using 5-fold cross-validation
on the Widar3.0 dataset. From Table III, we have the following
observations:1) In the 5-fold cross-validation, the gesture
recognition rate fluctuates slightly in the evaluation situation
within the domain, while the gesture recognition rate fluctuates
greatly in the cross-location and cross-orientation evaluation.
The fluctuations in the in-domain, cross-location and cross-
orientation evaluation are 0.45%, 6.44% and 7.33%, respec-
tively. This is because the feature gaps in different locations or

TABLE III: Overall performance for gesture recognition
using 5-fold cross-validation on Widar3.0 dataset.

Settings 1 2 3 4 5 Mean

In-domain 99.44% 99.67% 99.56% 99.89% 99.89% 99.69%

Location 97.56% 92.89% 97.67% 97.33% 99.33% 96.95%

Orientation 89.56% 95.33% 94.89% 96.89% 91.89% 93.71%

different orientations are large. 2) The overall gesture recog-
nition performance of the in-domain evaluation is the largest,
which is 99.69%, and the cross-orientation evaluation is the
second, which is 96.95%, and the cross-location evaluation has
the lowest gesture recognition performance, which is 93.71%.
The reason is that the data collected in different environments
has domain shift due to different data distributions [52].

Figure 6 further shows the confusion matrix considering
each specific setting. Note that we only show the case where
the number of gestures in different settings is 6 and the first
fold result in the 5-fold cross-validation. For each domain
factor, we calculate the average accuracy of all gesture recog-
nition after 5-fold cross-validation. We can see that our method
achieves consistently high performance in different domains,
which proves its ability to recognize across domains.

D. Performance comparison for different methods
To comprehensively evaluate the effectiveness of our

method, we compared it with state-of-the-art methods of
WiHF, FarSense and WiGRUNT. To give a thoroughly analy-
sis, three aspects, including in-domain, cross-location, cross-
orientation, the gesture recognition results are compared in
Table IV (the default number of gesture types is 6). We can
see that our performance is better than WiHF , FarSense and
WiGRUNT in terms of in-domain settings, cross-location set-
tings and cross-orientation settings. FarSense [22] uses differ-
ent I/Q component weights to generate multiple combination
candidates for feature extraction, and selects the final feature
extraction method from these candidates. However, it does
not adaptively combine amplitude and phase information com-
pared to using CNN methods. WiHF [17] derives the cross-
domain motion change pattern of arm gestures from WiFi
signals to realize cross-domain gesture recognition and user
recognition. The above method achieves good performance,
but they ignore the complementarity between the amplitude
and phase of the CSI ratio. And WiGRUNT also ignores the
complementarity of amplitude and phase of the CSI ratio.
In contrast, we developed an attention-based framework to
adaptively track the importance of the amplitude and phase
information of the CSI ratio to propose a distinctive feature
representation related to the gestures, which leads to an
improvement in performance.

E. Performance comparison of different gestures and
number of users

To further demonstrate the effectiveness of our method, we
also show the performance of the system in gesture recognition
and user identification in the case of more users or more

This article has been accepted for publication in IEEE Sensors Journal. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2023.3261325

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University of Science & Technology of China. Downloaded on April 06,2023 at 01:19:56 UTC from IEEE Xplore.  Restrictions apply. 



AUTHOR et al.: PREPARATION OF PAPERS FOR IEEE TRANSACTIONS AND JOURNALS (FEBRUARY 2017) 9

pu
sh

sw
ee

p

cla
p

sli
de o

zig
za

g

Prediction

push

sweep

clap

slide

o

zigzag

Re
al

 la
be

l
100.00 0.00 0.00 0.00 0.00 0.00

0.67 98.67 0.00 0.00 0.67 0.00

0.00 0.00 99.33 0.00 0.67 0.00

0.00 0.00 0.00 100.00 0.00 0.00

0.00 0.00 0.00 0.00 100.00 0.00

0.00 0.67 0.67 0.00 0.00 98.67

0

20

40

60

80

100

(a)

pu
sh

sw
ee

p

cla
p

sli
de o

zig
za

g

Prediction

push

sweep

clap

slide

o

zigzag

Re
al

 la
be

l

98.00 0.00 1.33 0.67 0.00 0.00

0.67 98.00 0.67 0.67 0.00 0.00

0.00 0.00 98.00 2.00 0.00 0.00

0.00 0.00 4.00 96.00 0.00 0.00

0.00 0.67 1.33 0.00 96.00 2.00

0.00 0.67 0.00 0.00 0.00 99.33

0

20

40

60

80

(b)

pu
sh

sw
ee

p

cla
p

sli
de o

zig
za

g

Prediction

push

sweep

clap

slide

o

zigzag

Re
al

 la
be

l

98.00 0.00 2.00 0.00 0.00 0.00

0.67 92.00 0.00 0.67 6.00 0.67

2.67 1.33 80.00 15.33 0.67 0.00

5.33 4.00 16.67 72.00 1.33 0.67

0.00 1.33 0.00 0.00 98.67 0.00

0.67 2.00 0.00 0.00 0.67 96.67

0

20

40

60

80

(c)

Fig. 6: Confusion matrices of different settings: (a) In-domain (99.44%); (b) Cross-location (97.56%); (c) Cross-orientation
(89.56%).

TABLE IV: Comparison to the state-of-the-art results on
gesture recognition.

Methods Model types
#Settings

In-domain Location Orientation

Widar3.0 [18] CNN+GRU 92.7% 89.07% 82.6%

WiHF [17] CNN+GRU 97.65% 92.07% 82.38%

FarSense [22] - 98.12% 87.97% 84.68%

WiGRUNT [33] CNN 99.67% 96% 92.6%

Ours CNN 99.69% 96.95% 93.71%

gestures. Note that only the results of gesture recognition are
reported in [18] (the default number of gesture types is 6).

Results are shown in Table V. In in-domain setting, we
can see that when the number of gestures is 6, the gesture
recognition accuracy of our method is 99.69% close to the
WiGRUNT gesture recognition result, which is 99.67%. In
the number of other gestures, we can find that our method
can lead WiGRUNT by 3.92% at most in in-domain setting.
In the cross-location and cross-orientation settings, whether
it is gesture recognition or user identification, the proposed
method consistently achieves higher recognition accuracy than
WiGRUNT and WiHF. For example, In in-domain setting, we
can see that when the number of users is 6, the user recognition
accuracy of our method is 96.7% close to the WiHF user
recognition result, which is 96.74%. In the number of other
users, we can find that our method can lead WiHF by 4.64% at
most in in-domain setting. Moreover, our method can achieve
the best performance regardless of the increase in the number
of users or the number of gestures.

F. Deep feature visualization
To prove that the proposed method can provide effective

gesture-related distinguishing features, we further analyze the
effectiveness of the method through deep feature visualiza-

tion. Specifically, we use t-SNE [53] to map the expression
features in the model to a two-dimensional space to visualize
the distinguishing ability of different gestures deep features.
Figure 7 shows the deep features of the CSI ratio under
in-domain, cross-location and cross-orientation setting in our
proposed method (i.e., the G distribution in Figure 4). Note
that we only use the test data with 6 gestures for deep feature
visualization. We can observe that the method proposed by
us can include separate data clusters in the feature space
under any environment, and gesture samples in the same
cluster contain most of the same class labels. Compared with
cross-orientation and cross-location, the separability between
different gestures in the domain is stronger. In addition, no
matter what kind of environment, clap and slide are easy to
approach and misjudge in the feature space.

V. CONCLUSION
In this paper, we develop an attention-based framework to

properly track the importance of amplitude and phase infor-
mation of the CSI ratio to adaptively extract distinguishing
features related to gestures. Specifically, we first use the
self-attention module to learn the coarse attention weights
of amplitude and phase information of the CSI ratio. Then
we use the relation-attention module to integrate global and
local features to further refine the attention weight. Extensive
experiments demonstrate the effectiveness of our proposed
method for gesture recognition under various conditions (i.e.,
different locations and orientations) on the open Widar3.0
dataset. The proposed method achieves 99.69% in-domain
recognition accuracy, 96.95% cross-location recognition ac-
curacy and 93.71% cross-orientation recognition accuracy,
outperforming the state-of-the-art solutions.

Although our proposed attention-based framework can im-
prove gesture recognition performance, it has certain limita-
tions in model deployment. There are two reasons. First, in
the actual scene, If we input the whole input signal into the
network for learning, there will be some signals unrelated to
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TABLE V: Impact of number of gestures and users.

Methods Settings
#Gesture #User

6 7 8 9 6 7 8 9

Widar3.0 [18]

In-domain 92.7% - - - - - - -

Location 89.07% - - - - - - -

Orientation 82.6% - - - - - - -

WiHF [17]

In-domain 97.65% 96.14% 95.33% 93.11% 96.74% 92.56% 93.76% 94.43%

Location 92.07% 85.81% 84.92% 83.81% 75.31% 66.98% 64.70% 65.26%

Orientation 82.38% 74.46% 72.72% 74.55% 69.52% 63.26% 55.86% 57.26%

WiGRUNT [33]

In-domain 99.67% 99.16% 98.08% 98.12 99.67% 99.45% 99.48% 99.1%

Location 96% 94.99% 91.9% 92.87% 96% 96.17% 96.72% 96.21%

Orientation 92.6% 91.64% 89.01% 87.99% 92.6% 92.25% 93.58% 93.63%

Ours

In-domain 99.69% 99.58% 99.06% 98.77% 96.72% 96.68% 97.2% 97.5%

Location 96.95% 96.74% 94.21% 94.19% 83.01% 84.73% 82.53% 87.26%

Orientation 93.71% 92.53% 89.85% 91.91% 89.8% 92.92% 92.21% 92.41%

(a) (b) (c)

Fig. 7: Deep feature visualization on the deep features of the CSI ratio under in-domain, cross-location and cross-orientation
setting.

gestures that also participate in the network learning, which
will eventually lead to an increase in the amount of network
learning. Secondly, in the actual model deployment, model
pruning should be used to minimize redundant information
and make a balance between performance and model size.
In the future, we will consider the problem of gesture action
cutting in real-time systems, and at the same time enrich the
types of gestures to build a real-time smart home gesture
interaction system. In this paper, the amplitude and phase
information of CSI ratio are effectively combined to improve
gesture recognition performance, which is verified on the pub-
lic dataset Widar3.0. Therefore, there will be some limitations
in the position of the human body relative to the transceiver
system and in the presence of obstacles (such as walls).
When the position of the transceiver system changes, the
main challenge is to extract the position independent feature

representation to represent different gesture actions. In the
scene where obstacles (such as walls) exist, the pre-processing
method using the existing CSI data cannot better eliminate
the interference of obstacles to CSI data, so more robust pre-
processing methods are needed to eliminate this interference.
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